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Abstract: This article presents the issue of testing the XML-RoBERTa model for generating questions and answers 
in the Uzbek language. In the study, the XML-RoBERTa model was adapted to the Uzbek language from a dataset 
consisting of context, question and answer pairs in the Uzbek language and, as a result, a model was developed to 
generate a fragment of the answer to the user's question from the context. ROUGE, EM (Exact Match) and F1 
control metrics were used to determine the performance of the model. 
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INTRODUCTION:

Nowadays, artificial intelligence has penetrated 
almost all spheres of human life. Natural language 
processing (NLP) technologies are one of the most 
important areas of artificial intelligence. In particular, 
models such as BERT, RoBERTa, and XML-RoBERTa, 
which are based on the rapidly developing 
transformer architecture, show high results in 
semantic analysis of text. Through this semantic 
analysis, it is possible to bring question-answering 
(Q&A) systems to high efficiency. Q&A systems are 
widely used to find the information a person needs 
and find answers to their questions. These Q&A 
systems can be used in call centers, public services, 
banking, and the education system to automatically 
respond to user questions in a manner appropriate to 
their needs [1]. 

Methods for creating question-answering systems 
are one of the areas of NLP, and they aim to build 
systems that automatically answer questions asked 

by people [2]. 

We can divide question-answering systems into two 
main types: open-domain and closed-domain Q&A 
systems [3]. 

Open domain question-answering systems are 
systems that cover a wide range of topics and are 
aimed at answering user questions from unlimited 
data sources [4]. These systems extract the necessary 
answer from websites, databases, or other sources 
that have answers to the user's question. Open 
domain question-answering systems mainly use 
modern natural language processing techniques, 
including Transformer models (such as BERT, LlaMA, 
GPT), web indexing algorithms, and data sorting 
methods. As an advantage of open domain systems, 
we can say that they can provide comprehensive 
answers on a topic. However, since they use many 
sources to find information, they require the use of 
high-level search and filtering algorithms to ensure 
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the reliability of the answer [1]. 

Closed domain question-answering systems are 
systems that are specific to a specific field or topic and 
specialize in answering questions related to that field. 
These systems use a database designed for a specific 
field and are mainly used in fields such as banking, 
medicine, law, and education. For example, closed 
domain systems in the banking sector answer 
customers' questions about that particular bank, 
which can be questions about loans, deposits, and 
payments [4]. 

Currently, there are many different models that 
answer user questions, such as GPT, GROK, deepseek, 
but research on developing systems that answer 
questions in the Uzbek language that are specific to a 
particular field is limited. The article describes the 
results and background of research conducted on 
developing a system that answers questions based on 
a specific context. 

METHODOLOGY 

This section describes the process of creating a 
question-and-answer (Q&A) system in the Uzbek 
language based on the XML-RoBERTa model, the 
architecture of the XML-RoBERTa model, the 
methods of preparing the dataset and training the 
model. ROUGE, EM (Exact Match) and F1 evaluation 
metrics were used to determine the performance of 
the model. 

2.1. Dataset preparation. Due to the lack of existing 
question-and-answer sets in the Uzbek language, a 
data set in the Uzbek language was prepared. The 
question-and-answer set included more than 10,000 
context (text containing information related to the 
question), question (question containing the answer 
in the context), answer (short text providing the most 
correct answer to the question) pairs. A sample of this 
data set is given in Table 1 below. 

Table 1. Example of a dataset with context, question, and answer columns 
Context Question Answer 

Milliy toifali sport hakami 
toifasini berish xizmatini 
koʻrsatuvchi vakolatli organ 
yoshlar siyosati va sport 
vazirligining viloyat 
boshqarmalari.  
(The authorized body 
providing services for 
awarding the national 
category of sports referee is 
the regional departments of 
the Ministry of Youth Policy 
and Sports.) 

Viloyatdagi qaysi tashkilot 
milliy sport hakami toifasini 
beradi? 
(Which organization in the 
region awards the national 
sports referee category?) 

Yoshlar siyosati va sport 
vazirligining viloyat 
boshqarmalari  
(Regional departments of the 
Ministry of Youth Policy and 
Sports) 

Oliy, oʻrta maxsus va 
professional taʼlim hujjat 
dublikatini berish xizmatini 
Pedagogik innovatsiyalar, 
kasb-hunar taʼlimi boshqaruv 
va malaka oshirish institutida 
ko‘rsatadi 
(The Institute of Pedagogical 
Innovations, Vocational 
Education Management and 
Advanced Training provides 
services for issuing duplicate 
documents for higher, 
secondary specialized and 
professional education) 

Dublikatlar berish vakolati 
qaysi tashkilotda? 
(Which organization has the 
authority to issue 
duplicates?) 

Pedagogik innovatsiyalar, 
kasb-hunar taʼlimi boshqaruv 
va malaka oshirish institutida 
(At the Institute of 
Pedagogical Innovations, 
Vocational Education 
Management and Advanced 
Training) 

Since the contexts and questions are intended to answer questions about the Uzbek language in public 
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services, frequently asked questions about public 
services were collected from the lex.uz platform, a 
resource that may provide answers to questions. 

2.2. Types of models used. The BERT model was 
originally proposed by Google in 2018, and it brought 
a step forward in deep natural language learning 
tasks. Models in the BERT family include the following 
features: 

In bidirectional context learning, the model 

understands the meaning of words in the text by 
taking into account the words before and after that 
word. 

The Transformer Encoder architecture analyzes the 
text semantically layer by layer. In the pre-training 
and fine-tuning tasks, the model is based on general 
language knowledge and is adapted for the selected 
domain. The BERT family includes several popular 
models (Figure 1). 

Models belonging to the BERT family

BERT (base,large )

ALBERT

XLM-RoBERTa 

 

DistilBERT

RoBERTa

 

  

Figure 1. Popular models from the BERT family 

Bidirectional Encoder Representations from 
Transformers (BERT) is a model introduced in October 
2018 [5]. This model learns text as a sequence of 
vectors through self-supervision. The BERT model is 
trained by predicting a hidden token and the next 
sentence. With this training, BERT learns the 
contextual, hidden information of tokens, like ELMo 
and GPT-2 [6]. BERT was initially implemented in 
English in two model sizes, BERT (Base -110 million 
parameters) and BERT (Large 340 million 
parameters). Both were trained on the Toronto 
BookCorpus (800M sentences) and the English 
Wikipedia (2500M sentences). 

2.3. Model architecture used. The models in the BERT 
family are of the "encoder-only" transformer 
architecture. This model consists of 4 modules: 
tokenizer (this module converts a portion of English 

text into a sequence of integers, i.e. tokens), 
embedding (this module converts a sequence of 
tokens into a series of real-valued vectors 
representing tokens. This represents the 
transformation of discrete token types into a low-
dimensional Euclidean space). Encoder (encoder) 
consists of a set of self-focusing transformer blocks. 
The task head module converts the final 
representation vectors into one-hot encoded tokens 
by generating an approximate probability distribution 
over the token types. It can be viewed as a simple 
decoder, decoding the latent image into token types, 
or as an "unlinking layer". This module is not often 
used for tasks such as answering questions or 
classifying emotions. [Figure 2] [7].  
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Figure 2. High-level schematic diagram of BERT.

It takes text, tokenizes it into a sequence of tokens, 
adds optional special tokens, and uses a Transformer 
encoder. The hidden states of the last layer can be 
used as contextual word input. As an advantage, we 
can say that it has very good general language 
understanding of the English language, including high 
results in many downstream tasks (classification, 
NER, QA). The base size is also suitable for use, and 
the large size is recommended for tasks where 
maximum accuracy is required. As a disadvantage, we 
can say that it does not support the Uzbek language 
well, and it requires a lot of resources for fine tuning 
tasks. 

DistilBERT is a simplified version of the BERT model, 
but its performance is based on the BERT model. This 
model has about ~66M parameters, making it ~40% 
smaller and faster than BERT-base [8]. The 
advantages are that it is small and fast; it is very 
suitable for real-time applications and resource-
constrained environments (mobile, CPU), and it 
retains most of the accuracy of BERT-base in many 
downstream tasks. The disadvantages are that the 
BERT model performs slightly worse than other larger 
models in high-quality tasks. 

The main idea of the RoBERTA model is to optimize 
the training mode of the BERT model while preserving 
its architecture — more data, larger batches, longer 
training, dynamic masking changes. As a result, the 
RoBERTA model performed better than the BERT 
model on a number of tasks [9]. The RoBERTa model, 
like the BERT model, has base and large types. The 
RoBERTa base model has 12 layers and ~125M 
parameters. The RoBERTa large model consists of 24 
layers and 355M parameters. As an advantage, we 
can say that it gives better results than BERT because 
it is trained with more data. As a disadvantage, we can 
say that it requires large computational resources, 

and it requires special training for certain tasks for a 
specific language.  

The main idea of the ALBERT model is to reduce the 
parameters of larger models — this is done by 
connecting weights between layers [10]. The 
advantages are that it significantly reduces the 
memory and training resource requirements, 
meaning that a large model can be trained and 
deployed with fewer resources. The disadvantages 
are that it can limit the performance of the model in 
some cases.  

The XLM-RoBERTa model is an extension of the 
RoBERTa model with multilingual data. The XLM-R 
(XLM-RoBERTa) model supports 100 languages and 
was trained on ~2.5 TB of cleaned data [11]. This 
model also has XLM-R-base and XLM-R-large sizes, 
with XML-R-base typically having 12 layers and 
approximately ~270M parameters, while the XLM-R-
large model has 24 layers and approximately ~550M 
parameters [11]. As an advantage, it can be applied to 
Uzbek language problems with less data due to its 
strong multilingual transfer capabilities. As a 
disadvantage, we can say that there is a risk of 
“overfitting” during fine-tuning for small language 
datasets. 

Based on the above information, among these 
models of the BERT family, the XLM-RoBERTa model 
was selected to develop a QA system in the Uzbek 
language. 

2.4. Evaluation metrics. Since models such as XLM-
RoBERTa, BERT, and RoBERTa extract the answer to 
the question from the context, we use the Exact 
Match (EM) and F1 Score evaluation metrics to 
evaluate the effectiveness of the question-answering 
system based on the XLM-RoBERTa model. 

Exact Match calculates the percentage of cases in 
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which the answer given by the system is 100% the 
same as the real answer. This metric strictly checks 

and considers the answer to be incorrect even if a 
word or character is left out in the answer.  

𝐸𝑀 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑢𝑙𝑙𝑦 𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑎𝑛𝑠𝑤𝑒𝑟𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠
× 100    (1) 

This evaluation metric is recommended for evaluating 
question answering systems developed using the 
XML-RoBERTa model, as it distinguishes between 
model responses and actual responses. It consists of 
the harmonic mean of the Precision and Recall 
indicators. 

The imbalance of these classes is the data of the 

newly created set of Uzbek punctuation marks. 
Therefore, the evaluation indicators of the work 
should be selected accordingly. For this, three 
indicators were used: precision - precion (shown in 
equation 1), recall - recall (shown in equation 2) and 
F1 scores for each label (shown in equation 3). These 
indicators are defined as follows: 

( )
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TP FP

=
+

                                                       (1) 
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+
                                                        (2) 
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−
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                                         (3) 

In Equations 1 and 2, TP represents the number of 
true positives, F1 represents the number of false 
positives, and FN represents the number of false 
negatives. Precision (P), recall (R), and F-scores (F1) 
are calculated taking into account the unbalanced 
class distribution. Therefore, using these metrics is 
considered a suitable assessment for the problem 
[12]. 

RESULTS 

The XML-RoBERTa model separates the question 
from the context without generating the answer, and 
since there was an overfitting problem when fine-
tuning the QA system in this model, we used the early 
stopping function to stop training when the validation 
loss value approached the training loss value or gave 

a large value, as a result, the number of training 
epochs (epoch) stopped at 5 with a training loss value 
of 0.686 and a validation loss value of 0.687. In 
addition, the adam optimizer was used as the 
optimization algorithm for training, the learning rate 
in training was set to 2e-1, and the batch size was set 
to 16. During the fine-tuning process, the data 
(dataset) was divided into 80% for training, 10% for 
validation, and 10% for testing. Exact match and F1-
score evaluation metrics were used to determine the 
effectiveness of the QA system. 

The experiment yielded the following results for the 
exact match and F1-score evaluation metrics (Table 
2).  

Table 2. Results determined by the Exact match and F1-score evaluation methods. 

Baholash 
metodi 

EM F1-score 

XML-RoBERTa 
52.23 78.54 

XML-RoBERTa 
(fine tuned) 

56.4 56.2 

According to the results obtained in this study, the EM 
evaluation metric showed a value of 56.4, and the F1-
score evaluation metric showed a value of 56.2. 
Considering that the highest score of these results is 
100, it can be said that the result obtained from the 
study showed a good result. 

CONCLUSION 

In the study, various models of the BERT family were 
studied and, based on the studied data, a question-
answering system was developed based on the XML-
RoBERTa model. Exact match and F1-score evaluation 
methods were used to evaluate the developed 
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system, and it gave accuracy indicators of 56.4 in the 
exact match evaluation metric and 56.2 in the F1-
score evaluation metric. Considering that the best 
result in these evaluation metrics is 100, it can be 
concluded that a question-answering system in the 
Uzbek language based on the RoBERTa model can be 
developed and used in call centers. However, in some 
call centers, it may not give sufficient results in cases 
where the answer to the question needs to be 
obtained from several contexts. 
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